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Abstract—Ineffective meetings occur frequently and participants leave with different understandings of what has been decided upon. For meetings that require quick responses (e.g., disaster-response planning), everyone must leave the meeting on the same page to ensure the successful execution of the mission. Detecting patterns of weak agreements in planning meetings is the first step towards designing an intelligent agent that encourages team members to revisit decisions that may adversely affect the team’s performance, and to spur dialog that results in higher quality plans. This paper presents a statistical approach to learning patterns of strong and weak agreements without using domain-specific content or keywords, meaning the algorithm takes as input information about how the team plans but does not require potentially sensitive data on what is being planned. Our approach applies statistical machine learning to dialog features, which prior studies in cognitive psychology have shown qualitatively capture the level of joint commitment to plan choices. We analyze a real-world conversation dataset, the AMI corpus, to quantitatively verify that dialog features improve the estimation of strength of agreements over prior approaches. We show these results are consistent across a number of different supervised and unsupervised learning algorithms, and that can achieve up to 94% average accuracy in estimating the strength of agreements.

I. INTRODUCTION

Goal-oriented meetings are frequent occurrences in our everyday lives. For example, we discuss project plans at work and coordinate with friends to organize outings. The consequences are inconvenient but relatively minor if the participants leave these types of discussions with different understandings of what was decided upon. Yet, in high-intensity domains such as disaster-response, minor differences in understandings may degrade the team’s ability to successfully coordinate and may have serious consequences for people’s safety.

It is challenging for a group to reach consensus through dialog. The interaction among people is complicated, dynamic and unpredictable. Natural human collaborative dialog unfolds in cycles, agreements are fluid, and proposals are often implicitly communicated and accepted [7]. In addition, there are social aspects that are often hard to formulate into equations. These characteristics make explicit modeling and quantitative analysis of goal-oriented dialog challenging.

Prior art provides a theoretical foundation for translating the ambiguous and inconsistent nature of dialog into a set of dialog features that indicate that level of joint commitment to plan decisions [7]. In this paper, we generalize this qualitative approach to enable a quantitative, predictive capability for characterizing weak and strong agreement in dialog. We envision this work as a first step towards the design of an intelligent agent that observes human team planning and interjects to highlight weak agreement among team members. This approach would integrate an intelligence agent into natural human team dynamics and does not require extensive codifying of domain knowledge. In contrast, prior approaches to decision support in planning utilize automated planners to provide suggestions to the team. A common criticism of this approach is that automated planners cannot practically capture all relevant domain knowledge and expertise and too frequently provide uninformative solutions [25].

Our approach to estimating the strength of agreements builds on prior, qualitative investigations of the human team decision-making process ([7], [1], [16]). Traditional approaches use dialog acts (DAs) to capture the role of an utterance (e.g., suggestion, information-request). DAs are widely used in natural language processing systems, for example, to predict the next dialog [22] and identify agreement and disagreement [10], [13], [2], [15]. It is also possible to automatically tag DAs as shown in [27], [18].

However, recent empirical studies (e.g., Eugenio et al. [7]) have shown that the traditional DAs (such as accept and reject) cannot capture the level of joint commitment and only consider one agent’s attitude toward an action. Eugenio et al. propose a new set of dialog features (referred to here as Eugenio’s features) that capture the level of joint commitment as the negotiation unfolds and demonstrate that the features are very important to accurately estimating the strength of agreements. Eugenio’s features track how commitment evolves from an inability to commit (partner decidable option), to conditional commitment (proposal), to unconditional commitment. In this work, we aim to translate qualitative studies in cognitive psychology into a quantitative predictive framework and confirm that dialog features play an important role in estimating the strength of agreements.

One of the key benefits in using dialog acts and features to characterize the strength of agreements is that this approach does not require the extraction of keywords or other content information from the dialog. In other words, this approach uses information about how the team plans, but does not require storing and processing potentially sensitive information about
what they are planning as is the case for previous quantitative approaches to this problem ([13], [15]). To our knowledge, our approach is the first to (1) estimate the strength of agreements based solely on DAs and features and not keywords, and to (2) map the qualitative theoretical foundations ([7]) for strength of agreements to a quantitative, predictive measure.

In this paper, we conduct statistical analysis of human meetings for a publicly available meeting dataset ([21]). First, we validate the use of Eugenio’s features for estimating the strength of agreements and show improvement over approaches that use traditional DAs alone. Second, we show that the improvement in estimation is consistent throughout different statistical approaches. Third, we quantitatively measure the usefulness of Eugenio’s features, compared to the traditional DAs, using two machine learning feature ranking algorithms. We also show that Eugenio’s features improve the performance of the estimation task and achieve up to 94% average accuracy for the tested data corpus without using contents or keywords.

Section II places our work in the context of prior art, and Section III describes the dataset we analyzed. Section IV presents our statistical approach to estimate the strength of agreements. Results are presented in Section V, followed by our contributions and future work in Section VI.

II. RELATED WORK

This section briefly summarizes both qualitative and quantitative prior art related to our work.

Qualitative study of the group decision making process is an active area of study. A number of studies focus on designing descriptive models for the group decision making process, such as modeling and understanding the course of agreement [1], developing theories for group decision making [4] and studying different group decision-making schemes [11]. Among others, Hiltz et al. [16] take a qualitative approach for measuring the level of agreement as an evaluation metric to compare face-to-face communication and computerized conferencing. The level of agreement is measured by listening to or looking at the final opinion expressed by each individual in a group, and observing if they are the same.

Prior art in quantitative works to measure the strength of agreements use classification techniques to classify agreement and disagreement given various content information of the meeting dialog. Galley et al. [10] perform classification using lexical, durational and structural features of the conversation. By identifying adjacency pairs, and both looking forward and backwards in the discourse, they achieve 86.9% accuracy in binary classification (agreement or disagreement). Hahn et al. [13] and Boussalis et al. [2] apply learning methods to classify agreement and disagreement using verbal (e.g., keywords) and non-verbal (e.g., head nods) cues. Hillard et al. [15] perform binary classification with 78% accuracy using word-based features (e.g., the number of positive and negative keywords) and prosodic cues (e.g., pause, frequency and duration). All the above work require extraction of potentially sensitive information and what is being planned in the meeting and/or video clips to perform classification.

More recently, Eugenio et al. [7] conduct a qualitative study focused on how negotiations unfold in the design task. This work finds that the notion of commitment is more useful than that of acceptance or rejection (traditional DAs) in order to model the agreement process. A new set of features (explained in more detail in Section III-C) are introduced to trace how commitments change, and capture the joint commitment of a proposal. These features are qualitatively proven to help in recognizing implicit and/or passive acceptance. This begs the question as to whether these features can help to estimate the strength of agreements in a quantitative study, and can be used as an automatic tool for augmenting human team planning.

The main differences between previous qualitative and quantitative works and ours are that: (1) Our approach maps the qualitative theoretical foundation ([7]) for strength of agreements to a quantitative measure and verifies what has only previously been qualitatively verified. (2) Our approach incorporates implicit/passive acceptance of proposals in estimating the strength of agreements by adopting Eugenio’s features†. (3) Our approach does not require extraction of keywords or videos (for non-verbal cues), therefore, does not require exposing potentially sensitive information.

III. HYPOTHESES AND METHODOLOGY

In this section, we present our hypotheses and approaches to validate them. Next, we describe dataset used in this work. In addition, we provide the definitions of dialog features, introduced in [7], and how they are tagged in our dataset.

A. Hypotheses and approaches to validation

In this section, we present a list of proposed Hypotheses (H) and Approaches (A) to validate them.

H1 Eugenio’s features capture the level of joint commitment among decision-makers, and therefore can be useful to improve the estimation of the strength of agreements, better than with the traditional DAs alone. We expect this trend to hold across different statistical methods.

We define features are useful if any of the following is true: 1) features always improve the estimation accuracy when used with traditional DAs than traditional DAs alone (i.e. the performance is always better than without features) 2) features can replace traditional DAs (i.e. the performance is better by only using Eugenio’s features) 3) features are always helpful with traditional DAs (i.e. the performance is better or the same).

A1 We use a number of different supervised and unsupervised learning algorithms to investigate the usefulness of Eugenio’s features and show the features improve the estimation accuracy for the strength of agreements.

† Eugenio’s features are designed to capture implicit and explicit joint commitments. For more information, please refer to [7].
TABLE I: Design task dataset

<table>
<thead>
<tr>
<th># data</th>
<th>Strength of agreements label</th>
</tr>
</thead>
<tbody>
<tr>
<td>94</td>
<td>Strong</td>
</tr>
<tr>
<td>47</td>
<td>Weak</td>
</tr>
<tr>
<td>total 141 data points</td>
<td></td>
</tr>
</tbody>
</table>

H2 Eugenio’s features are more informative compared to traditional DAs in estimating the strength of agreements. We expect this trend to hold across multiple statistical methods. We define a feature is more informative than others if the rank of the feature is higher than others in a statistical feature ranking algorithm.

A2 We apply two feature ranking algorithms to learn the role of Eugenio’s features. More details on each algorithm can be found in Section IV.

B. The design problem and dataset

We focus on the design problem in this work. There are a number of problem domains where analyzing the strength of agreements is useful (e.g., planning, scheduling). However, as mentioned in [7], the design problem is suitable when studying the strength of agreements, as it primarily involves the negotiation of product features and the constraints between dependent design sub-tasks. For other design scenarios, please refer to [19] [20].

In our study, we use one of the most extensively annotated corpus of meetings data publicly available, originating from the AMI (Augmented multi-party interaction) project ([21]). This dataset contains a large number of annotated meetings (over 12,000 human-labeled annotations). In total, there are 108947 DAs in a total number of 95 meetings, and 26825 adjacency pairs (explained below). This corpus is derived from a series of real meetings, where each meeting has four participants who work as a team to compose a new design for a new remote control. Each participant takes a role, either project manager, marketing expert, industrial designer or interface designer. The participants are given training for their roles at the beginning of the task. Documents used to train participants and annotators are publicly available. Here we provide description of the annotations provided with the corpus that are relevant to our work.

Dialogue Acts: Dialogue acts (DAs) annotation represents the role of an utterance. It is possible to automatically tag DAs as described in [27], [18]. DAs include questions, statements, suggestions, assess (positive, negative or neutral), understanding etc.* 2 One utterance (one turn that one participant takes) is often divided into pieces and tagged with different DAs.

Decision summary: Decision summary includes a summary of decisions made in a meeting and related DAs tagged by annotators (3rd party). Each annotator is given a list of topic descriptions to choose from, but he/she is allowed to create one if none is found.

Participant summary: Participant summary includes a summary of a meeting created by each of the participants. It includes decisions that each participant reports are made in the meeting.

We used 141 number of discussions (1 topic per discussion) from 47 meetings†5. Each meeting consists of 2-5 different topics.

C. Eugenio’s feature definitions

Eugenio’s features suggested in [7] are designed to monitor the level of commitments of participants as the agreement process unfolds. These features include proposal (P), partner decidable options (PDO), unendorsed option (UO) and unconditional commitment (UC). These features can be coded using conventional DAs combined with solution sizes. A solution size is defined to be ‘determinate’ if there is one or more solutions for a set of constrained parameters‡, 4 and ‘indeterminate’ otherwise. In other words, the solution size for a parameter is indeterminate if not enough information has been exchanged to make a valid (i.e., fully informed) proposal**5. The coding scheme of each feature is shown below:

- **Proposal (P)** corresponds to utterances tagged as all of the following: action-directive (DA), offer (DA) and determinate (solution size).
- **Partner decidable options (PDO)** corresponds to utterances tagged as one of the following: 1) open-option (DA) and indeterminate (solution size) or 2) action-directive (DA), offer (DA) and indeterminate (solution size).
- **Unendorsed option (UO)** corresponds to utterances tagged as one of the following: open-option (DA) and determinate (solution size).
- **Unconditional commitment (UC)** corresponds to utterances tagged one of the following: 1) action-directive (DA), commit (DA) and determinate (solution size) or 2) action-directive (DA), commit (DA) and indeterminate (solution size).

D. Eugenio’s feature tags generation

In this section, we briefly explain how we tag annotations that are not provided by AMI dataset but are needed to define Eugenio’s features. We also describe how the ground truth labels are tagged.

---

2*More details of definition of dialog acts can be found from [21]

---

† Only 47 meetings out of 95 meetings come with participant summary, which are required to label each decision to be strong or weak. How these labels are generated is explained in Section III-D

‡Parameters mean topics for the team to discuss (e.g., what should a person A do at time T with who?). The details can be found in [7].

**More examples can be found from [7].
1) **Solution sizes:** The first tags we need are solution sizes. As mentioned in [7], solution size tagging is straightforward. We apply a simple algorithm to automatically tag solution sizes.

(a) Mark all the information request (elicit-inform type of DAs) within a scope of a parameter.
(b) Find the last information request in the scope, and consider it as the end of the balance of the information.
(c) Mark all the utterances before the last information request as indeterminate solution size, and all the ones after as determinate solution size.

We verify this algorithm by manually tagging 24 data points and comparing the results with the algorithm results. The algorithm agrees with manual tags 90% of the time. Then we tagged the rest of the data points using the algorithm.

2) **Action-directives:** Secondly, action-directives represent all eliciting forms of DAs, which are DAs that require actions from hearers. More details on definitions of DAs can be found from the manuals in [21].

3) **The strength of agreements labels:** Lastly, we need the ground truth for the strength of agreements. To generate the label, we take the approach similar to the one from [16]. The details of the label generation is explained below:

(a) Find the discussion annotation provided by AMI dataset and collect related DAs for each topic.
(b) Find participant summary provided by AMI dataset.
(c) In participant summary, find the section that summarizes the topic in discussion annotation from (a).
(d) Compare each participant’s summary about the meeting on that topic.
(e) If all participants mention the same conclusion on the topic, it is a strong agreement.
(f) If at least one participant mentions different conclusion on the topic, it is a weak agreement.

These labels are manually generated by two annotators, and the kappa coefficient was 0.73. Table I shows the distribution of labels in the dataset.

### IV. Quantitative Approach

We apply a number of unsupervised mixture model clustering and supervised learning algorithms to estimate the strength of agreements. For supervised algorithms, we perform leave-one-out cross-validation by leaving a single data point as a test dataset, and use the remaining observation as the training data. The supervised algorithms are Support Vector Machine (SVM) with Radial Basis Function (RBF) kernel and logistic regression. For the unsupervised algorithms, we (purposely) discard the annotations and apply Expectation Maximization (EM) with Gaussian Mixture Models (GMM) and Kmeans algorithm. In addition, feature ranking algorithms are applied to verify Hypothesis 2. This section summarizes the details and algorithms used in this work. Note that only a subset of algorithms are explained here. A great reference for the rest of algorithms can be found in [14].

#### TABLE II: 2 × 2 contingency table for Fisher’s exact test for Feature i

<table>
<thead>
<tr>
<th>Feature i was observed</th>
<th>+ Class</th>
<th>− Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature i was not observed</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

### A. Inputs to algorithms: Feature vectors

The feature vector is a row vector where each element represents the number of corresponding DAs or Eugenio’s features in the time frame of interest. For example, one data point can represent the first discussion in the second meeting and can have 3 proposals, 2 positive responses and 10 information exchanges. Once we have feature vectors for all data points, the input to algorithms is a matrix where the rows are indexed by data points (feature vectors) and the columns are indexed by features.

Among DAs, we use only a subset that are known to be relevant to the group decision making process [7] (e.g., accept, reject), or are required to define Eugenio’s features (i.e. DAs that are required to code P, PDO, UO and UC: action-directive, offer, open option, commit).

### B. Support Vector Machine for classification

The support vector machine (SVM) [3] is one of the most well-known supervised classification techniques. It produces a nonlinear boundary with the objective of maximizing the margin between the training points. SVM has been successfully applied to a number of applications in machine vision [23][24], handwriting recognition [26][5], and bioinformatics [9][17]. The nonlinear decision boundary (i.e. a hyperplane) is defined by

\[
    x : f(x) = x^T \lambda + \lambda_0 = 0
\]

where \( \lambda \) is a unit vector. For optimization, we use sequential minimal optimization (with 30,000 maximum iteration) and with different kernels. We will leave more details and properties of general SVM to [14].

### C. Feature ranking

This section, we briefly explain two feature ranking algorithms used in this work. These algorithms are used to verify Hypothesis 2 by measuring the role (i.e. rank) of individual features in estimating the strength of agreements.

1) **Support Vector Machine with linear kernel:** For SVM with linear kernel, the decision boundary parameter \( \lambda \) in Equation 1 contains information about how important each of the features are to classify the data (previously introduced in [12]). In binary classification with \(+/-\) class, if \( |\lambda_i| \) is large, where \( \lambda_i \) represents the value of the \( \lambda \) for the feature \( i \), the corresponding feature \( i \) is more important than other features with smaller value of \( |\lambda_i| \). Large positive entries of \( \lambda \) correspond to strong features for the + class, and small negative entries (i.e., large \( |\lambda_i| \)) in \( \lambda \) correspond to strong features for the − class.
TABLE III: The average estimation accuracy of the strength of agreements. The bold texts represent the best average accuracy for each method. Standard deviation is provided for supervised methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Subsets of features</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DA only</td>
<td>Eugenio’s + DAs</td>
<td>Eugenio’s only</td>
<td></td>
</tr>
<tr>
<td>Logistic</td>
<td>92% (26%)</td>
<td>92.4% (26%)</td>
<td>94.6% (22%)</td>
<td></td>
</tr>
<tr>
<td>SVM with RBF</td>
<td>75% (43%)</td>
<td>90% (29%)</td>
<td>50% (50%)</td>
<td></td>
</tr>
<tr>
<td>Kmeans</td>
<td>55%</td>
<td>66%</td>
<td>60%</td>
<td></td>
</tr>
<tr>
<td>EM with GMM</td>
<td>66%</td>
<td>65%</td>
<td>65%</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV: SVM feature ranking results. The bold texts are Eugenio’s features.

2) Fisher’s exact test: Fisher’s exact test is used to find associations between two categorical variables ([8]). Essentially, it tests the null hypothesis — if the class label and the feature are independent, the feature does not help classification, therefore the feature is not very important. To perform this test, we build $2 \times 2$ contingency table for each of the features as shown in Table II. For example, the variable ‘a’ represents the number of data where Feature $i$ is observed and the data has $+$ class label. Similarly, the variable ‘d’ represents the number of data where Feature $i$ is not observed and the data has $-$ class label.

We reject the null hypothesis, if the pvalue (in Equation 2) is small. The pvalue represents the probability of observing such data table, and is calculated by the hypergeometric distribution as the following:

$$pvalue = \frac{(a+b)(c+d)\binom{a+c}{a}\binom{b+d}{b}}{a!b!c!d!n!},$$

where notations follow those in Table II, and $n$ is the total number of data. In other words, if the pvalue is small, that means the case of observing the null hypothesis is rare, therefore the feature is useful.

The reason we perform two feature ranking tests is because unlike the SVM feature ranking test, Fisher’s exact test is purely data driven — the ranking only depends on the data itself, not a particular learning method.

V. RESULTS AND DISCUSSION

We discuss hypotheses proposed in Section III-A and present the results of our analysis. We observe the consistent pattern, which supports the hypotheses that Eugenio’s features are useful (H1) and play an important role (H2) to estimate the strength of agreements.

A. H1: Impact of Eugenio’s features in the design problem

First, we confirm that we can estimate the strength of agreements without using keywords or contents. To compare performance difference, we use different sets of features: 1) traditional DAs only 2) traditional DAs and Eugenio’s features 3) Eugenio’s features only for the estimation. Table III shows the average accuracy of each algorithm. The best average accuracy in each method are 94.6% (Logistic), 90% (SVM with RBF), 66% (Kmeans) and 55% (EM with GMM). The bold texts represent the maximum average performance across folds for a given method. Note that this is the average accuracy across folds, and the standard deviation is also provided for supervised learning algorithms. The standard deviation of leave-one-out estimates is generally larger than K-fold ($K \geq 1$) cross validation, as explained in [6].

The proposed hypotheses is that Eugenio’s features introduced in [7] are useful to estimate the strength of agreements. We define features are useful if any of the following is true: 1) features always improve the estimation accuracy when used with traditional DAs than traditional DAs alone (i.e. the performance is always better than without features) 2) features can replace traditional DAs (i.e. the performance is better by only using Eugenio’s features) 3) features are always helpful with traditional DAs (i.e. the performance is better or the same).

All algorithms except EM with GMM achieve improvement (max 15%) in the average accuracy when Eugenio’s features are used in addition or substitution to traditional DAs (i.e. last two columns in Table III). In EM with GMM, the accuracy level stays almost the same. Generally speaking, however, the Eugenio’s features cannot simply replace traditional DAs. In case of SVM with RBF and Kmeans, the average accuracy degrade when only Eugenio’s features are used without traditional DAs.

This analysis suggests that Eugenio’s features are useful, in the sense that the estimation accuracy always improves or stays the same, when used along with traditional DAs. Note that this analysis does not tell us whether Eugenio’s features are the only ones or the ultimate ones for estimating the strength of agreements. There could be another set of undiscovered features that are equally or even better help with the estimation.

B. H2: Ranking of Eugenio’s features in the design problem

Next, we investigate Hypothesis 2 which states that Eugenio’s features achieve higher ranking in general in feature ranking algorithms. Feature ranking algorithms rank each feature in terms of how much of information contained in each feature are useful for the estimation task. Among others, we choose SVM and Fisher’s exact test to learn which features play important roles in the estimation task in both method
Table IV shows the most useful features in SVM. The first column represents useful features for weak agreements, and the second column represents useful features for strong agreements. Three out of four Eugenio’s features are ranked in top two most informative features in both classes, which shows the important role of Eugenio’s features in the estimation task.

Furthermore, we apply a method independent feature ranking algorithm, Fisher’s exact test, to generalize our findings. As mentioned in Section IV-C, Fisher’s exact test reports the rank of all features only based in the data itself. As shown in Table V, three out of four Eugenio’s features are ranked in top five most informative features.

The consistent ranking results strongly support that Eugenio’s features are not simply extra information, but they carry important information for estimating the strength of agreements.

VI. CONTRIBUTIONS AND FUTURE WORK

Our approach maps the qualitative theoretical foundation for the level of joint commitment into a quantitative predictive framework. First, we confirm that Eugenio’s features are useful to estimate the strength of agreements using machine learning methods. For most of the methods, the estimation performance was higher when Eugenio’s features are used in addition or substitution to traditional DAs (maximum 94% accuracy). Second, we confirm that Eugenio’s features play an important role in estimating the strength of agreements when compared to traditional DAs, using feature ranking algorithms. In both method dependent and method independent feature ranking algorithms, the majority of Eugenio’s features come up in high ranking as the most informative features for the estimation task. Our approach can also incorporate implicit/passive acceptance of proposals by adopting Eugenio’s feature, without requiring extraction of potentially sensitive information.

We would like to extend our findings regarding dialog features to other domains of problems that may exhibit different

\[ \text{TABLE V: Fisher’s exact test results. The bold texts are Eugenio’s features.} \]

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Offer</td>
</tr>
<tr>
<td>2</td>
<td>Partner decidable option</td>
</tr>
<tr>
<td>3</td>
<td>Proposal</td>
</tr>
<tr>
<td>4</td>
<td>Action-directive</td>
</tr>
<tr>
<td>5</td>
<td>Unconditional commitment</td>
</tr>
<tr>
<td>6</td>
<td>Info-request</td>
</tr>
<tr>
<td>7</td>
<td>Reject</td>
</tr>
<tr>
<td>8</td>
<td>Open-option</td>
</tr>
<tr>
<td>9</td>
<td>Unendorsed option</td>
</tr>
<tr>
<td>10</td>
<td>Commit</td>
</tr>
<tr>
<td>11</td>
<td>Accept</td>
</tr>
</tbody>
</table>

6{Note that this feature ranking algorithm can be only done with linear kernel (not RBF) which provides in average 67% accuracy. In general, RBF achieves higher accuracy by allowing non-linear kernel as shown in Table III.

negotiation process. In particular, we would like to investigate the use of dialog features in planning problems with temporal considerations.

We envision building on this work to design an intelligent agent that observes human team planning and actively participates to plan formulation process. The agent can interject to highlight weak agreements among team members and keep track of where the team is in the planning process (i.e. what has been agreed and what has not been discussed) for more effective meetings in disaster-response planning.
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